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Abstract. Random forests are state-of-the-art supervised machine learn-
ing models for tabular data. The decision paths in a trained random forest
can be used to generate an affinity measure between instances, which
can in turn be used in any similarity matrix-based clustering algorithm.
However, in the unsupervised setting, labels are not available to train the
random forest in the first place. A popular extension of the algorithm for
unsupervised learning involves the introduction of a synthetic “negative
class”, transforming the problem into binary classification. In this paper,
we instead propose AutoAssociative Random Forest Clustering (AARFC),
transforming the problem into multi-target regression by training the
random forest on the variance in the input features. AARFC more directly
optimizes towards the end goal of clustering the instances and does not
increase the number of instances in the original input data. We have
extensively benchmarked AARFC against the current state-of-the-art
using a collection of 223 benchmark datasets with reference labelings.
The results show that AARFC is computationally superior, while being
competitive. We also propose a hybrid approach that adaptively chooses
the best method based on several internal validation criteria. Despite the
fact that this hybrid approach outperforms both the current approach
used in the literature as well as AARFC, k-means still outperforms the
random forest clustering method in the majority of benchmark datasets.
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1 Introduction

In machine learning, clustering is the unsupervised task of discovering groups
of similar objects in a dataset, where objects in different groups should be as
dissimilar as possible. There is a wide variety of existing clustering algorithms,
all with different properties and underlying assumptions. In this study, we focus
on random forest based clustering algorithms.

Random forests, originally introduced by Breiman [9], are popular supervised
models obtained by training an ensemble of decision trees on independent boot-
strap samples using only a random subset of all the available features per split.
The random forest algorithm is a flexible algorithm that can generate complex
decision boundaries relatively fast, is robust to noise and outliers, and can easily
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handle skewed features and mixed feature types. Because of these nice properties,
it is an attractive algorithm to use for the clustering setting, and hence several
unsupervised adaptations of the algorithm have been proposed.

A popular approach to make random forests work in the unsupervised setting,
originally introduced by Breiman and Cutler [10], is to transform the problem into
a binary classification task by introducing a synthetic “negative class” (whereby
the original instances form the “positive class”). Instances of this negative class
are for example sampled uniformly from the feature space [24], or (more popular)
sampled from the empirical marginal distributions of the features [30]. After
training a random forest on this binary classification problem, an affinity measure
between the instances can be defined, based on the path they take through the
decision trees of the forest. This affinity can then be used in any distance-based
clustering algorithm, such as agglomerative or spectral clustering.

Related research since the introduction of random forest clustering has mostly
focused on the properties of the resulting affinity measure [30], investigating
different affinity normalizations [36], and more explainable clusterings generated
by pruned single decision trees [7, 24]. The research area is still under active
development, with several recently proposed adaptations [4–6, 23, 26, 34]. However,
most of these adaptations are still based on the introduction of a synthetic negative
class. This effectively doubles the number of instances in the original dataset and
only indirectly optimizes towards the end goal of clustering the data.

Therefore, here we propose instead to train an autoassociative random forest,
which uses a multi-target splitting heuristic on the input features themselves.
This results in a more compact and representative random forest. This proposed
approach extends the ideas of unsupervised predictive clustering trees that
generate a hierarchical clustering from a single tree [7], autoassociative regression
trees [31], and autoreplicative random forests [1]. Specifically, we build more
powerful ensembles of multi-target trees, and process the decision paths of this
ensemble into an affinity matrix which can be used for clustering. Additionally, we
also introduce a hybrid approach that automatically selects the best-performing
approach based on internal clustering validation criteria.

The contributions of this manuscript are threefold: (1) we propose a novel,
more computationally efficient way of similarity-based clustering with random
forests, by training on the variance of the original input features, (2) this novel
approach is extensively compared to the current approach (i.e., by introducing
a synthetic negative class) through a comprehensive benchmarking suite of 223
datasets, and (3) we propose a hybrid approach that adaptively chooses the
best clustering between the two approaches, which we then compare to a set of
traditional clustering algorithms on this same benchmarking suite.

2 Proposed Approach

In this section, we introduce the proposed random forest clustering approach. In
Section 2.1, we define the autoassociative approach and show how it is different
from the literature. Then, in Section 2.2, the hybrid approach is introduced.



Autoassociative Random Forest Clustering 3

2.1 Autoassociative Random Forest Clustering

Let X ∈ Rn×p be the input data matrix with n instances and p features. For
the approach used in the literature [10, 24, 30, 36], all instances in X are
assigned label ⊕. Then, a synthetic negative class 	 is created and assigned to
all instances in X̃ ∈ Rn×p, a copy of X where in each column independently
the values have been randomly permuted. A random forest is then trained on
the augmentation of X with X̃ and their corresponding binary class labels. We
call this approach Synthetic Negative Random Forest Clustering (= SNRFC, see
Eq. (1)). In this paper, we propose to train the random forest on instances in
X alone, by instead considering the summed variance reduction of the original
features. This is achieved by considering the z-scores zij = xij−µ̂(x:j)

σ̂(x:j) of the
original dataset as outputs (normalization ensures that each target is weighted
equally) and training a multi-target regression3 random forest [22]. We call this
approach AutoAssociative Random Forest Clustering (= AARFC, see Eq. (1)).

SNRFC:
(existing)



x11 · · · x1p ⊕
...

. . .
...

...
xn1 · · · xnp ⊕
x̃11 · · · x̃1p 	
...

. . .
...

...
x̃n1 · · · x̃np 	


vs. AARFC:

(proposed)

 x11 · · · x1p z11 · · · z1p
...

. . .
...

...
. . .

...
xn1 · · · xnp zn1 · · · znp

 (1)

Once the random forest has been trained, we collect the decision path of each
instance xi: in the input dataset X. The decision path is defined as the binary
vector indicating for each node in the random forest whether an instance passed
through that node (= 1) or not (= 0). Note that a decision path vector has
as many entries as there are nodes in the random forest (let’s call this ν). The
sparse matrix of decision paths D ∈ {0, 1}n×ν is then used to define an affinity
matrix amongst the instances: the more nodes in the random forest they have in
common, the more similar the instances. The affinity or similarity s for instances
xi: and xj: with decision path vectors di: and dj: can be defined as

s(xi:, xj:) = 2dTi:dj:∑ν
k=1 dik +

∑ν
k=1 djk

. (2)

The resulting similarity matrix S ∈ Rn×n is then used in a distance-based
clustering algorithm to obtain a final clustering ĉ ∈ {1, 2, . . . , k}n. Here, we opt
for spectral clustering. In short, spectral clustering uses k-means on an embedded
space spanned by a subset of the eigenvectors of the normalized Laplacian of
the similarity matrix. It is a useful algorithm for finding non-convex clusters and
is especially suitable when the data is in the form of a similarity matrix (as we
obtain from the random forest here).
3 In future work, the approach can be extended to also handle categorical features
(and even missing data).
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2.2 Hybrid Approach

To improve the clustering performance, we also propose a hybrid approach. For
this, we first use both approaches (AARFC and SNRFC) to obtain two separate
clusterings. Then, for both clusterings we compute several internal clustering
validation criteria (i.e., evaluation criteria that do not use a reference labeling),
which can be seen as proxies of clustering performance. Specifically, we consider
here the Davies-Bouldin index [3, Def. 5], Caliński-Harabasz index [12, Eq. (3)],
the Silhouette index [29, Sec. 2] (both the overall average silhouette score and
the cluster-weighted average), and the Ball-Hall index [2, AD]. For each of these
indices, a ‘win’ is assigned either to AARFC or SNRFC, based on which algorithm
produces the best score. The algorithm with the highest number of wins for a
given dataset is then chosen for the final clustering.

3 Evaluation Setup

The primary focus of our evaluation is to compare SNRFC with AARFC (see
Eq. (1)). Therefore, the steps explained in Section 2.1 (computing the similarity
score and running spectral clustering) are used as-is for both algorithms and not
tuned further. Note that only the spectral clustering step depends on the number
of clusters k that we want to split our dataset into. Hence, when computing a
clustering on the same dataset for several values of k, only the spectral clustering
step needs to be rerun.

Both approaches were subjected to the comprehensive clustering benchmark
suite presented by Gagolewski et al. [17]4. This suite consists of 9 distinct batteries
(= collections) of clustering datasets, each with 1 or more reference labelings.
The suite has a wide variety of different datasets in terms of number of instances,
features, and clusters (see Table 1 for a summary of the dataset characteristics).
Of the 223 available datasets, 6 were too big to be able to store the n× n affinity
matrix. More specifically, these are 4 of the 20 datasets in sipu (birch1, birch2,
worms2, worms64) and the 2 datasets in the mnist battery. In these cases, the
approach was fitted and evaluated only on a balanced subset of 10% of the
original instances instead (in Table 1 the original size is shown).

The clustering pipeline was implemented5 in Python 3.11.6 using scikit-
learn 1.3.2. All algorithms (spectral clustering, random forest classifier and random
forest regressor) were used with default parameters. The SNRFC and AARFC
approaches are compared in terms of their runtime and maximum adjusted rand
index (ARI) across all reference labelings for a particular dataset (as we assume
the algorithm ‘discovered’ that reference labeling). The ARI of a clustering
ĉ ∈ {1, 2, . . . , k}n as compared to a reference clustering c ∈ {1, 2, . . . , k}n with k

4 See https://clustering-benchmarks.gagolewski.com (version 1.1.2).
5 The code is available at https://github.com/robbedhondt/AARFC.

https://clustering-benchmarks.gagolewski.com
https://github.com/gagolews/clustering-data-v1/releases/tag/v1.1.0
https://github.com/robbedhondt/AARFC
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Table 1. Summary of benchmark battery characteristics. For each battery, the number
of datasets # is shown, along with the average number of instances n̄, number of
dimensions p̄, and number of clusters k̄.

Battery # n̄ p̄ k̄ Synthetic?
graves [19] 10 636.0 2.0 3.2 Yes
fcps [32] 9 1054.9 2.4 3.1 Yes
other [15, 18, 20, 27] 8 4695.5 2.5 5.4 Some
wut 22 2560.9 2.1 3.9 Yes
sipu [16] 20 22948.1 5.1 19.4 Yes
uci [21] 8 706.2 22.2 5.0 No
g2mg [17] 72 2048.0 31.9 2.0 Yes
h2mg [17] 72 2048.0 31.9 2.0 Yes
mnist [8, 13] 2 70000.0 751.5 10.0 No
all 223 4525.9 29.1 4.6

clusters6 is defined as (where 1A represents the indicator function):

ARI(c, ĉ) = RI(c, ĉ)− Eĉ[RI(c, ĉ)]
maxĉ(RI(c, ĉ))− Eĉ[RI(c, ĉ)]

RI(c, ĉ) =
∑n
i=1

∑n
j=i+1 1[(ci=cj)∧(ĉi=ĉj)]∨[(ci 6=cj)∧(ĉi 6=ĉj)]

n(n− 1)/2 .

The secondary focus of our evaluation is the performance of the hybrid
approach. First, we compare the actually best clustering (AARFC or SNRFC)
to the clustering proposed by the hybrid approach. Then, the performance
(on ARI) of the hybrid approach is compared to a set of clustering algorithms
covering the major types of clustering methodologies (centroid-based, distribution-
based, and hierarchical). Specifically, we compare to k-means [25], Gaussian
mixture modeling [14], BIRCH [35], spectral clustering [28], and agglomerative
clustering [33].

4 Results

In this section, we discuss the results of our study. In Section 4.1, we go over
the full benchmarking comparison between AARFC and SNRFC. To further
analyze these results, we present a case study in Section 4.2, comparing both
methods in more detail. We follow up in Section 4.3 with the timing results of the
benchmarking effort. Finally, in Section 4.4 the results of the hybrid approach
are discussed.

6 The ARI score is also defined when the number of clusters in both clusterings is
different. However, this is never the case here, as the parameter determining the
number of clusters is always set to the number of clusters in the reference clustering.
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4.1 Benchmarking Results

In Fig. 1, SNRFC and AARFC are compared on the full benchmark suite.
Depending on the battery, the difference between both methods can be rather
large. We see that our proposed AARFC approach definitely works better on
the fcps and h2mg batteries, and the current SNRFC approach works better
on g2mg. However, with a mean and median ARI difference of 0.01 and 0.002
respectively, both approaches perform very similar on average and we cannot
appoint one of them as the definite winner (a Wilcoxon rank sum test fails to
assess any overall statistically significant difference, p = 0.135). Instead, these
results justify the hybridization of both approaches.

For further insight in these results, the performance for every separate dataset
was compared in Fig. 2. Interestingly, we see that in many datasets from h2mg,
SNRFC performs no better than randomly assigning clusters, while the results
for the other batteries are a bit more nuanced. The large difference in results
between g2mg and h2mg is rather intriguing. Indeed, these batteries are quite
similar in nature, as they both represent two Gaussian-shaped clusters in various
dimensionalities (from 1 to 128) with various distribution variances. While the
points in g2mg datasets are sampled from a Gaussian distribution themselves, the
points in h2mg datasets are sampled from a sphere of which the radius follows a
Gaussian distribution. Upon closer inspection, after some discordant results in
the relatively ‘easier’ datasets (p ≤ 8), there is a clear trend of AARFC winning
in h2mg and SNRFC winning in g2mg. A principal component analysis (see Fig. 3)
reveals that the instances in the synthetic negative class have more overlap with
the existing data for h2mg than for g2mg, resulting in a worse division of the 2
groups. This could explain the bad performance of SNRFC on a big chunk of
these datasets.

4.2 AARFC Versus SNRFC: A Case Study

We argue that our AARFC approach is more intuitive than the SNRFC approach
being used in the literature. The SNRFC approach uses a random forest that is
optimized to disambiguate instances in the original data manifold from instances
outside (i.e., instances where each feature value is sampled at random from one
of the original instances). Rather than splitting the original set of instances
into clusters, this random forest tries rather to group them together (to split
them from the synthetic negative class). In contrast, our AARFC approach will
directly try to make clusters of similar instances that are dissimilar from the
other instances, as our random forest is optimized to reduce the variance in the
original features. Despite this, SNRFC seems to work rather well in practice,
explaining also the popularity of this approach in the literature (see Section 1).

To exemplify this counterintuitivity, let us make a case study of the fuzzyx
dataset ∈ R1000×2 in the graves battery. This dataset has reference clusterings
with 2, 4, and 5 clusters. Without loss of generality, we focus on the k = 4
case here, as the conclusions of the case study remain the same for k = 2 and
k = 5. As can be seen in Fig. 4, SNRFC fails to find a relevant clustering, while
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Fig. 1. Per-battery improvement in adjusted rand index (ARI) of the proposed au-
toassociative approach (AARFC) over the current approach with synthetic negative
class (SNRFC). On the boxplots, orange vertical lines indicate the median, green
triangles indicate the mean.
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Fig. 2. Per-dataset ARI comparison between SNRFC and AARFC. Each point in this
plot represents one dataset, its marker links it to its battery.
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Fig. 3. Principal component analysis for a typical dataset where SNRFC performs well
on g2mg but not on h2mg (p = 16). In both projections, there are two clusters: one
centered in the left side of the graph and one in the right of it (corresponding to the
sign of the first principal component). Unlike h2mg, for g2mg the synthetic dataset can
clearly be separated from the two clusters in the original data.
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Fig. 4. Case study of fuzzyx in the graves battery for k = 4. In the first figure, the
reference labeling is shown, with noise points (not used for performance evaluation)
indicated in gray. The second and third figure show the labelings obtained by SNRFC
and AARFC respectively.

AARFC does manage to find back the original clusters (see also [30, Figure
A.2]). This can be explained as follows: note that the distribution of x1 and x2
values are relatively uniform over their respective axes. The synthetic negative
class hence consists of instances approximately sampled uniformly at random
from ≈ [−2, 2]2. The resulting binary classification is hard, as the 2 classes are
mixed well. Heuristically, the best thing to do for the random forest is to first
‘split out’ the middle part of the cross (as this is a region of high ⊕ density),
which is why this always turns up as a separate cluster (also for k = 2 and k = 5).

4.3 Timing Comparison

For the computational complexity of the methods, there are two factors at play:
the number of instances n and the number of features p. Asymptotically, the time
complexity for training a single-target (balanced) decision tree is O(n log(n)p),
as we need to test p features for each of the n examples at each of the log(n)
depth levels of the tree. Doubling the number of instances thus at least doubles
the complexity.

However, in SNRFC we train a single-target random forest, while in AARFC
a multi-target random forest with p targets must be trained. This effectively
multiplies the complexity by p, as each split has to compute the variance on p
targets instead of just 1. Despite this, we argue that the number of targets p will
never be too high in practical applications (especially compared to n). Clustering
methodologies suffer greatly from the curse of dimensionality and it is usually
advised to first somewhat reduce the dimensionality in preprocessing (e.g. with a
principal component analysis). Furthermore, the method could easily be made
more scalable by considering random output projections [11], where for each
decision tree in the random forest only a random subset of the targets is chosen
to compute the variance reduction.

Without any adaptations, the timing results for fitting the random forest
and obtaining the affinity matrix in all benchmark datasets are shown in Fig. 5.
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Fig. 5. Comparison of SNRFC and AARFC in terms of their wall-clock runtime
(excluding the spectral clustering step).

The spectral clustering step is omitted, as it is of the same complexity for both
methods and it only dilutes the results shown in this figure. For 85% of all
datasets (191 out of 223), the runtime of AARFC is strictly smaller than the one
of SNRFC (a Wilcoxon rank sum test indicates that it is significantly smaller,
p < 10−14). Even for the mnist battery, with n = 7000 and p ∈ {719, 784}, our
method still performs quite well compared to SNRFC.

4.4 Hybrid Approach and Comparison to State-of-the-Art

As a final experiment, we investigate the possibility of integrating both approaches
into one by adaptively choosing the best one. With the decision rule of using
either AARFC or SNRFC based on which one scores better than the other on
the most internal validation criteria, we find that the best clustering (in terms of
ARI) is chosen for 177 datasets. This simple decision rule is thus already optimal
for 79% of the datasets in the benchmark battery (while picking an approach at
random is only optimal in 50% of datasets).

This hybrid approach was then compared to a set of traditional clustering
algorithms, as shown in Fig. 6. In the majority of datasets, the hybrid approach
performs better than BIRCH, spectral clustering, hierarchical clustering, AARFC
and SNRFC. Surprisingly, the hybrid approach performs worse than k-means
and Gaussian mixture modeling. This can be attributed to the nature of the
Gaussian-shaped clusters in the h2mg and g2mg batteries, which are especially
suitable for the k-means objective function. Indeed, k-means is doing at least as
good as all other methods on at least 95% of these datasets.
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Fig. 6. ARI improvement of hybrid approach over traditional clustering algorithms.

5 Conclusion

In this paper, we have proposed an alternative way to train a random forest for
clustering. While a popular technique is to introduce a synthetic negative class
(SNRFC), doubling the number of instances in the original dataset, our proposed
approach instead trains an autoassociative random forest on the original input
features (AARFC). The resulting random forest is optimized more directly for
the clustering objective. AARFC is also computationally superior over SNRFC,
and could in future work easily be improved in the higher-dimensional regime by
using random output projections per tree. Therefore, future work in the field of
could benefit from using the AARFC approach over SNRFC.

In terms of clustering performance, AARFC and SNRFC are competitive.
Since either of the two approaches can be superior to the other on a dataset-
per-dataset bases, we have also defined a hybrid approach that intelligently
selects one of the two approaches at runtime. This selection is currently based
on a simple decision rule using several internal cluster validation criteria, but
could in future work also be based on a pretrained model that incorporates a
meta-learning heuristic. Through extensive benchmarking, we have shown that
the hybrid approach outperforms AARFC and SNRFC but, as a limitation, it
underperforms traditional clustering approaches such as k-means. By extension,
the current approach with synthetic negative class, in light of this elaborate
benchmarking suite, is also outperformed by k-means.

Code Availability The benchmarking code is available at https://github.
com/robbedhondt/AARFC.
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